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Abstract. In this work we design a benchmark generator According to this point of view, our research work aims
for the reactive scheduling problem. This problem consistat producing a general framework for scheduling problems.
in monitoring the execution of a schedule and repairing ith the course of our work we focus on the production of
every time it is deemed necessary. The main motivationa Reactive Scheduling Testset Generator, as we recognize
behind this work grow out either from the recognized lackthis as being a necessary instrument to assess the validity of
(hence the necessity) of benchmark sets for this specifithe various rescheduling methodologies. The presence of
problem as well as from the fact that the resolution of athis benchmark should reveal crucial to boost research on
scheduling problem consists both in the synthesis of an inireactive scheduling and therefore, on general scheduling.
tial solution (“static” or “predictive” scheduling) and in the
utiIiz'ation of a numbgr of methodologies_ dedicated to th? Project Scheduling Problems
continuous preservation of solution consistency (and qual-

ity). In fact, the occurrence of exogenous events during thehe scheduling problem is primarily concerned with fig-
execution phase in real working environments, often comyring outwhentasks should be executed so that the final

promises the schedule’s original characteristics. solution guarantees “good” performance relatively to the
optimization of given objective functions. In this paper,

Keywords: Scheduling, Benchmark Generation. we focus on a particular family of scheduling problems,
known asProject Schedulingroblems, whose main ele-

1 Introduction ments can be recognized as the following:

The validity of a schedule is often very short. Scheduling — Activities. A = {ay, ..., a,} isthe set of activities or

is defined in theory as the problem of assigning a set of ~ t@sks. Every activity is characterized by a processing
activities (or tasks) subject to a number of constraints, but ~ UmMep;.
the synthesis of initially feasible schedules is hardly ever
sufficient; in real-world working environments, unforeseen
events tend to quickly invalidate the schedule predictive
assumptions and bring into question the continuing consis-
tency of the schedule’s prescribed actions. Therefore, the
definition of scheduling problem has to be broadened so as
to take into account both a “predictive” scheduling phase,
whose aim is to propose a possible solution, and a “reac- _
tive” scheduling phase, whose objective is to maintain the possible allocations of the activities. They can be di-
quality of the current solution at execution time. vided in two types: (1) thessource constraintimit
While the predictive scheduling aspects have been thor-  the maximum capacity of each resource. For exam-
oughly evaluated through the production of several bench-  pja there may only be a certain number of machines
marks and metrics, the aspect related to reactive schedul-  or people available to work on some activities at any
ing has not yet received the same level of attention. Asa  given time. (2) thaemporal constraintimpose limi-
matter of fact, the predictive and the reactive aspects of the  (ations on the times in which activities can be sched-
scheduling problem are inherently correlated and cannotbe  jed. A binary constraint is imposed between to activ-
separated; in other words, it is not possible to measure the  ties, for instance in order to mutually bind the instant
quality of a rescheduling action if no information is given of occurrence of their start times.
about which characteristics of the initial solution should be
maintained, as well as it is not possible to assess the vali®Because it has so many real-world applications, the
ity of an initial solution unless it has undergone a numbeischeduling problem has been widely studied by many
of proper execution-time tests. scientific communities, such as the Atrtificial Intelligence

— Resources R = {ry,...,r,} is the set containing
the resources required to execute the activities. Exe-
cution of each activity; can require an amouneég;,
of resourcer;, during its processing. There are dif-
ferent kinds of resources: disjunctive or cumulative,
renewable or consumable, among others.

Constraints. The constraints are rules that limit the
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(Al), Management Science (MS), and Operations Researchary. Figure 1 shows how the events described above can
(OR). Yet, these different approaches share a commoaffect the schedule during its execution.
drawback: they tend to neglect the fundamental aspect rep-
resented by the need to execute the found solutionsinredl.1 The ingredients of the benchmark sets
working environments, where a variety of possible events
may invalidate the current schedules making some propén the production of a benchmark set for our problem fun-
and quick adjustments necessary [1]. All this considered, idamental characteristics are represented by the type of un-
is fundamental to introduce a broader definition of schedulexpected events which can spoil the execution of the so-
ing problem, consisting in the following two components: lution, their quality (or magnitude), and the way they are
. . I spaced in time. While the importance of the first two as-
— thestatic sub-problem given a set ofctivitiesand : . . . .
o C . . pects is evident, the last point requires a further remark:
a set ofconstraintsit consists in computing a consis- |, " . ; .
. . . to “simulate” a real executional behavior we need to know
tent assignment of start and end times for each activ- . . R
: . ) also when given events will happen: for instance let us sup-
ity. Obviously, this sub-problem represents the com- .
monly known scheduling problem; pose to have an activity S(_:hedu_lgdat 21 and, suddenly,
' we know att = 13 that this activity has to be delayed of
— thedynamic sub-problent it consists in monitoring 3 time-units. In this case we will had — 13 = 8 time
the actual execution of the schedule and repairing thénits to compute a new solution for our current problem.
current solution, every time it is necessary. The need In this section we discuss how these aspects have been
to revise the schedule arises as a consequeneg-of faced during the production of our testset generator.

ogenous everdccurrences.

In this paper we provide an analysis of the dynamic subThe need of spacing the events.We have highlighted
problem, we identify a number of particularly meaningful above the need of spacing the different exogenous events
events which are likely to occur during schedule executiongf the benchmark. This will be done introducing in the
and, finally, we show how these events may represent théefinition of the single type of the parametgy,.,.. This
building blocks for reactive scheduling benchmarks. element specifies the “absolute” instant where the specific
event is supposed to happen. By usingthg,.. parame-
3 Schedule execution and exogenous events ter itis possible to temporally sort all the generated events
and to “fire” them in order of occurrence. For instance,
The synthesis of a benchmark requires the identification dit’s suppose that the two following events are generated:
the most significant characteristics of the problem. In thea 5 time units delay on the start time of activity to occur
case of the reactive scheduling problem, the uncertainty ast ¢tz = 13 and a 6 time units increase on the duration of
pects which normally permeate the physical environmentactivity a, to occur atty = 7. Clearly, as the simulated
will have to be properly modeled through the characterizaexecution starts, the two events will be ordered according
tion of a set of particularly significant exogenous eventsto their occurrence time. In this exampletgt= 7 the du-
the benchmarks we are pursuing to develop will be basethtion of activitya, will be increased, and, after counter-
on the production of sequences of elements taken froracting the possible inconsistencies introduced by the event,
this set. Real world uncertainty can be singled out in théhe schedule will undergo the second event occurrence at
following bullets: activity delay e.g., a surgery operation tg = 13.
must be delayed until the doctors arriggowth of activity Why choosing absolute values fty,,....? An alterna-
processing timee.g., getting a flat tyre inevitably extends tive could be to define it as a variable whose values are
the duration of a journeyopwering of resource availability —event-bound, for instance related to the start times of the
e.g., unexpected loss of a piece of machinery in an asseractivities. However, in this way the single instance will
bly line; variations in the number of activities.g., adding yield different executional behaviors w.r.t. the considered
an unscheduled visit to the mother in law in the daily plan;schedule (a problem can admit several solutions). A further
change in the mutual ordering of the activitiesg., an ac- reason is due to feasibility issues. In fact bindigg, .
tivity in a production chain may suddenly become morevalues to the start time of one activity could in fact pro-
urgent than another. duce a situation where an event, supposed to be fired on
Therefore, the elements of uncertainty which may nor-one activity att,.,.,., may not be introduced because its
mally affect the consistency of a schedule basically belongalue falls into the past w.r.t. the current execution time
to one of the following types: (1) temporal changes, which(see section 4.4 for an example). As will be considered
involve the various temporal aspects of the problem; (2) rein the next section, the fact that the, ... parameter takes
source variations, which modify the resource availabilitytemporally “absolute” values, poses the problem of synthe-
during the execution of a schedule; (3) causal changesjzingt,.... values that are guaranteed to be valid for any
which involve the introduction of new constraints amongpossible schedule execution. In other words, it is necessary
the activities. Moreover, during the execution of the schedto make sure that all the events produced by the benchmark
ule, the number of activities to be served may dynamicallygenerator will be applicable to the schedule representation
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(a) Temporal changes: activities can last more than ex- (b) Resource changes: the two red curves represent the
pected or they can be postponed until necessary conditions  nominal (left) and the actual (right) resource availability.
are satisfied. The reduction of resource availability blocks the execution

of the last two activities, which are delayed.
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(c) Activity changes: the need of serving a new activity (d) Causal changes: a new precedence relation between a
requires a reallocation of the current scheduled activities. pair of activities requires a revision of previous choices.

Figure 1: On the same initial solution, different events may require interventions to re-establish the validity of the schedule

at all times. 7eqr = {reqx1,...reqrm} IS @ vector that define the re-
source requirement for each resource. Then the activity
durationdury, the time interval in which this activity has

to define a benchmark set for the dynamic sub-problem, wi® b servedesty, , leta, | andtayar.. Of course we have

refine here the event concept introduced above. For eacEH""”,et’C — esty > dury. ]
exogenous events we provide in the following a detailed —insertion or removal of a causal constraint between two

definition. activities econstr
— delay of an activityeeiay:

Definition of the different exogenous events. In order

€constr = <fc» Gprecy Asuces dmina dmaz7 taware>

€detay = (@i, Dst, taware) where the flagf. € {add, remove} describes if the con-
) o ) straint betweenu,,.. and as,.. has to be posted or re-
besides the activity to be delayeg and the width of the ;1\ ed. We need also to specify the minimum and maxi-

shift,.gAst, it is necessary to specify the instant v_vhgre themum distancel,in, dma, imposed by the constraint and
specific event is supposed to be detectgg,... (this is a taware. 1N case theA,, parameter of thegeq, event

common element of all the defined events); should be negative, this is reflected in starting the activ-
— change of an activity processing timeg; ity earlier than expected. Similarly, a negative value for
A, inthee, event determines an early stop of the activity,

ep = (@i Ap taware) while a negative value oA .,, determines an increase of

like the previous case it is necessary to specify three dif'fert—he resource availability during the interalcy, eteo]. .
Regarding the last two events, we have to say that in case

ent parameters: the activity, the change in duratioa,, 7" . .
P o 9 P of activity and/or constraint removat {.; ande o, s¢.-) it

andt ; ) .
aware S is necessary only to specify the parameters related to the
— change of a resource availability...; . Ay : .
involved activities, that isy, and the paifaprec, Gsuce)s
€res = <Tj7 Acazﬂ Ste'ua ete’u; taware> reSpeCtlvely.
in this case, there are more parameters to specify: the rd The Testset Generator

source involvedr;, the variation in resource availability ) ) )
Aqp, the time interval in which the change takes placeln this section we describe a framework to generate bench-

[stew, €tey], a0t 4are. We note that the time interval can mark data sets. As described above, we want to take

be infinite, i.e.ct., — oo into account the scheduling problem considering both the
— change of the set of activities to be serveg, production of an initial solution (the static sub-problem)
and the management of the actual execution of the so-
Cact = (fa, ar, T€qR, dury, esty, lety, taware) lution (the dynamic sub-problem). Although, the gen-

eral scheduling problem requires to create benchmarks for
where the parametdt, € {add, remove} is aflag thatde- both sub-problems, at this first stage we focus our atten-
scribes whether the activity, has to be added or removed; tion exclusively on the production of benchmarks for the



4 Policella, Rasconi

Testsets the demand for each resourge € R does not exceed its
Generator . . .
sogenaus capacitycy, i-. (3, </, 7€qix) < ck. A schedules is
calledfeasibleif it is both time and resource feasible.

Project frfl : : .
Scheding Sl 1 sie: = soion 4.2 Modeling exogenous events faRCPSPmax
Schedule

Section 3.1 has introduced different types of events which
Figure 2: Reactive Scheduling Framework represent the ingredients of a benchmark data set. In this

section we describe the input data that have to be provided

to the benchmark generator. To this aim, it is possible to
dynamic scheduling sub-problem. In fact, as mentionedingle out the following items: (a) the scheduling problem
above, different benchmark generators for the commonlyP, (b) the number of events to generate, (c) the probability
known scheduling problem have been deeply studied in litof occurrence for each single type of event, and (d) the
erature [6, 7, 9]; therefore the benchmark generator wilminimum and maximum magnitude of each type of event.
be based on scheduling problem instances already definedAs mentioned above, a key point in a benchmark in-
with these approaches. Figure 2 depicts the elements gtance for the dynamic sub-problem is the fact that the dif-
an empirical framework for schedule execution, showingferent events have to be properly spaced in time. This as-
how the benchmark generator for the reactive schedulingect has been taken into consideration with the definition
problem is strictly decoupled from the scheduling problemof the parametet,.,..., whose different values determine
solutions. the instants where each specific event is supposed to be de-

In the remainder of this section we first describe thetected. Finding a value for the,, ... parameter which is

scheduling problem we refer tecPsPmax, then we in-  consistent for all possible executions is trivial only in the

troduce the related benchmark generator. case of the evertt,.: in fact, in this case, the condition
taware < Sty Can always be verified. In the other cases,
4.1 The reference problem:RCPSHmax as more activities are involved, it is in general not possi-

ble to define a consistent value ©f,,,. unless a proper
The Resource-Constrained Project Scheduling Probleranalysis of the scheduling problem is done. This is due to
with minimum and maximum time lag®cpPsPmax [2], mainly two reasons: (1) the solution of a scheduling prob-
is here adopted as a reference problem. The basic eltem is in general not unique, and (2) the start times of the
ments of this problem are a set attivities denoted by schedule activities may decrease during execution because
A = {ay,as2,...a,}. Each activity has a fixegrocess- of task anticipations. For instance, if we need to delay an
ing time or duration, p; and must be scheduled without activity, obviously the value of,.,.r. should not be greater

interruption. than the start time of the activity; but since the start time
A scheduleis an assignment of start times to activi- of each activity is in general different according to differ-
ties ai,as,...a,, i.e. avectorS = (sty,sty,...,st,) entschedules there is no way to compute a sét,of;.

wherest; denotes the start time of activity. The time at ~ values which are guaranteed to be valid for every possible
which activity a; has been completely processed is callecgxecution unless some new hypothesis are introduced.
completion timeand is denoted byt,;. Since we assume To compute consistent,,.... values we used a relaxed
that processing times are deterministic completion timegersion of the scheduling problem in which resource con-
are determined byt; = st; + p;. Schedules are subject straints are not taken into account. This relaxed problem
to bothtemporalandresource constraintsin their most  consists in a Simple Temporal Problem, or STP. An STP
general form temporal constraints designate arbitrary minean be represented by CSP in which every constraint is bi-
imum and maximum time lags between the start times ofiary (involves at most two variables) and a consistent so-
any two activities,l;?j?i” < sty — sty < UOT wherel?}in lution is obtained, after a complete propagation, picking
andlj?** are the minimum and maximum time lag of activ- the lower admissible value for each activity — earliest start
ity a; relative toa;. A scheduleS = (sti, sts,...,st,)is  time solution (for a thorough discussion of STP the reader
time feasibleif all inequalities given by the activity prece- can refer to [5]).

dences/time lags and durations hold for each start tyme  Therefore, using the relaxed version of the scheduling
During their processing, activities require specific resourcg@roblem it is possible to compute the lower and the upper
units from a sel®? = {r; ...r,,} of resources. Resources bound for the start and the end time of each activity, val-
arereusable i.e. when they are released if no longer re-ues that can be used to define the parantetgr,.. for the
quired by an activity, they are immediately available forevents, at least for the initial solution. In fact, the occur-
use by another activity. Each activity requires the pres- rence of the produced events can make these bounds no
ence ofreg;;, units of the resource;, during its process- longer valid (for instance if an activity duration is reduced
ing timep;. Each resource, has a limited capacity af, ~ and/or an activity is anticipated). For this reason we need
units. A schedule isesource feasiblé for each instant  to add a set of simplifying assumptions on the events that
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have to be generated: eventey; given a metrigu(), it is then possible to compare

_ activities cannot be anticipated, that s, for eagh,, the structures of the probler®s andP by considering:

IS Ager > 0; - the variationu value: A, = |u(P) — u(P’)]
- activity durations can only increase, that is, for each - the speed of this variation, for instana;, /A, with
epis A, > 0; A, equal to the distance betweepande;_
- only resource availability reductions are allowed, that't i worth remarking that for the second aspect it is funda-
is, for eache, , is Acqp > 0. mental how the events are spaced over the horizon: given
. two events, the closer they are, the more critical the situ-
- no causal constraint removals are allowed. ation will be (note that the temporal distance between the

fevents does not influence the overall variation). This cor-
nroborates the necessity to defing, ... values which are
solution independent.

In the following paragraphs we describe scheduling met-
and an event;, the problemP’ obtained by adding;, rics purrently used to.evaluate the benchmark.instances. In
to P, will be characterized by a constrainednéés> C. particular these metrics face with the two main aspects of

This property of monotonicity, ruling out any chance Ofaschedullng problem: time and resource constraints.
possible constraint relaxations, ensures that all the lower

and upper bounds for the start and end times of each ademporal metrics. The first metric we focus on quanti-
tivity computed on the relaxed version of the schedulingfies the effects of the precedence constraints added in the
problem, remain valid at all times. This allows to de- plan of the tasks. To do this we start considering the notion
fine “safe” values for the ... parameter related to the Of order strength described in [8]:
different events: (1) in the case of a delay of activity P
(€detay), We assume that,,... < Ib(st;), (2) in the case OSp = nn =12
of change of duration of the activity; (e,), we assume T
thatt,,are < Ib(et;), (3)in the case of adding/removing a whereP denotes the set of precedence relations in the tran-
new activityax (eqct), we assume that, o < 1b(sty) if sitive closure of the precedence graph associatéd, to

the activityay, is removed, and, .. < est; otherwise; other terms|P| denotes the number of activity pairs that
(4) in the case of adding/removing a new constraint beare related. Thus, the lower the valug®f, the more flex-
tween the two activities, ;.. aNdasyce) (Econstr), We as-  ible the problem.

sume that,qre < 1b(etyrec) if the constraint is removed, It is worth noting that th& .S metric only gives a qual-

and tgpare < min(lb(etprec), 1b(stsuce)) Otherwise (a itative evaluation of the solution. In a problem like the
causal link between two activities anda; is intended asa RCPSPmax it iS necessary to integrate this measure with
temporal constraint between,, andst,;). Furthermore, another metric able to assess also the quantitative aspects
these bounds can be also used to set other parametersadfthe problem (or solution). A possible metric that satis-
the different events: (5) for the width of the delay on ac-fies this requirement is defined in [4]. It requires the pres-
tivity a; (edetay), We have that\,, < ub(st;) — 1b(st;), ence of a fixed-time horizon for the termination of all the
(6) for the change of activity duratiorz,{), we have that activities. In order to compare two or more solutions we
A, < ub(et;) — Ib(st;) — p;, and (7) for the change of re- bound a single partial order schedule to have a finite num-

The previous assumptions guarantee that each event,
gardless of its type and time of occurrence, will constrai
the problem in anonotonicmanner. In other words, given
an initial problemP characterized by a constrainednéss

(1)

source availability ¢,.,), we have thad < A.,, < cap;. ber of solutions; then the metric is defined as the average
_ _ width, relative to a given temporal horizdt, of the tem-
4.3 Evaluating benchmark instances poral slack associated with each pair of activities a;):

In order to design a complete testset generator, it is essen- " ~ lack(a;, a;
g P g fldty = Z Z HSGCM x 100 (2)

tial to introduce a set of metrics with the aim of having xnx(n—1)
measures to assess the difficulty of the sets of the gener-
ated events. In general, the same event may have enawhereslack(a;,a;) is the width of the allowed distance
mous consequences on one specific schedule and little otterval between the end time of activity and the start

no consequence at all on another solution. To overcomeme of activitya;. This metric characterizes tiieidity of

this drawback we consider in the evaluation of the singlea solution, i.e., the ability to use flexibility to absorb tem-
instance both the set of events and the problem on whicporal variation in the execution of activities. Furthermore
this events will be applied. The idea is to use proper metit considers that a temporal variation concerning an activ-
rics (see below) to evaluate the structure of a schedulingy is absorbed by the temporal flexibility of the solution
problem as a set of unexpected eveits: {e1,...e,}is  instead of generating deleterious domino effect (the higher
introduced. For instance, let us consider a scheduling prolthe value offldty, the less the risk, i.e., the higher the
lem P’ obtained by adding to the original problefan  probability of localized changes).

i=1 j=1Aj#i
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The first event represents a delay related to the actiyity
we have thatb(sts) = 6 and therefore, a consistent value
for tyware 1S generatedi( . = 2). The second event
represents a change in the duratiormgfthe event will be
acknowledged at,.,... = 4 and the activity duration will
be augmented by 5 time units.

t 0 2 4
OSp 0.14 0.14 0.14
flexso | 536 5.36 5.21
RSP 0.33 042 0.42

Figure 3: A graph representation of the problem.
9 grap P P The table above shows the effects of the two events on

the scheduling problem with respect the three metrics de-
Resource metrics. In order to understand the bias pro- scribed in Sect. 4.3. We see hoflexy and RSp are
duced by a set of events on the resource-related charact@ble to catch the deteriorations produced by the two events
istics of the scheduling problems, we employ another well{OSp is not affected because the number of precedence
known measure, namely the resource strength. Given thepnstraints in the problem has not changed and no new ac-
resourcer, we denote with-* ;. the maximum usage of tivities have been added).
this resource by a single activity} ,, = max;—;_,, req;. Figure 4 presents a graphical visualization of a pos-
Also letr*  denote the peak demand of resourgein  sible execution of a schedule for the problem in Fig. 3
the earliest start schedule of the infinite capacity version ofwe extracted the figures from the scheduling framework
the problem. The resource strength of resousices thus  OOscCAR[3].). Note that the vertical red line in each fig-
defined as: ure represents the current execution titpe Figure 4(a)
RS, — Gk = Tmin shows a solution of the scheduling problem while Fig. 4(b)
= (3) . .
az = Trin shows the solution found by the re-scheduler after the first

This metric takes into account the resource availabilityeventt =2) '_[he blue arrow represents the delay Wh'.Ch
level with respect to the task requirements. Our analysi ffectedag, while the red arrow represents the best action

on the averag&.S over the resource which are employed qund by thg solver (i.e. _anticipatingz) with the double
in the scheduling probler®, RSp. Like for OSp, the aim of avoiding any conflict on resource usages and keep-

lower RSy is, the less constrained the problem. ing the schedu_le makespan to a minimum. To complete
the example, Fig. 4(c) shows the effects of the second pro-

4.4 Example duced eventt( = 4): the duration of activityas is aug-
mented and the solver therefore opts to further delay ac-

To make the approach clear, we present an example diity ag because activitiess,, ag, andag, using the same

benchmark instances for a scheduling problem of eight agesource, cannot simultaneously overlap.

tivities (see Fig. 3), representing a multiple capacitated job A slight modification to this example gives us the op-

shop scheduling problem instance. Each activity is charportunity to illustrate the reason why choosing to produce

acterized by a certain duration and requires one instana@solute values fof,..q.. is the only viable option. Let

of one of the two available resourcesandr,. Each re- us consider the following event sequence, where,all -

source has a maximum capacity = 2; more precisely, Vvalues are expressed in relative terms:

oddly numbered activities require one instance;ofvhile

evenly numbered activities require one instance,ofAll {eventDelay a6 7 st 6 - 4}

the oddly numbered activities have a start-time of at least ~ {€ventDelay a2 5 st 2 - 5}

3 (in Fig_. 3 this fact is represented by the constraints, I‘T"Tn this sequence, the first event will be firedtag,.. —

beled with a value 3, between the source and the act|v5-t6 — 4 = 2, producing the solution shown in Fig. 4(b);

ges_). ;-he ac;wty_pro:e;zm?g 3“?93 \gectolg_ 'S lfqliﬁls ©from here, we know that the second event should be fired

EI { 1.""|’ "d} f‘_ BE) ’th’ 7f ’“ ) s ma:jy, € at taware = St2 — 5 = 1, but this is clearly impossible,
probiem IS also defined by the following precedence ConéstE is currently equal to 2 ant},,,.. can at no time be
straintsa; < as, az < ay4, as < ag, andar < ag (i.e., the

o smaller thartg.
evenly numbered activities can start only after the oddly =

numbered activities have terminated). The following list )
presents two possible exogenous events produced by obr Ongoing work

benchmark generator: o )
Our long-term plan concerns the realization of an experi-

{eventDelay a6 7 2} mental framework for scheduling problems (both static and
{eventDuration a2 5 4} dynamic). This is considered fundamental to evaluate the
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(a) The initial schedule.
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(b) The schedule after the first event.
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(c) The schedule after the second event.

Figure 4: Graphical visualization of the execution of a schedule for the problem in Fig. 3.

integration of static and dynamic scheduling methodolotant measure is represented by the schedoiinuity (or

gies. At this stage we are working along two directions: thestability), which may informally be described as the close-
implementation of the benchmark generator and the anahess of the perturbed schedule to the schedule before the
ysis of a portfolio of reactive scheduling techniques. Re-occurrence of the disturb. In many cases it is in fact essen-
garding the benchmark generator we are currently in a turtial that any revised solution be as close as possible to the
ing phase and we plan to make it available in a few monthgrevious consistent solution found by the scheduler.

(see our web-sitattp://pst.istc.cnr.if. With regard to the

scheduling techniques, we are evaluating the integratio

of predictive, flexible schedules together with localized re-% Conclusions

pairing methods. In this work we analyzed the main characteristics of a re-

Furthermore, in order to design a complete experimenactive scheduling problem with the aim of producing a
tal framework, it is essential to introduce also a set of metbenchmark generator. This effort is justified by the ab-
rics to evaluate the validity of the different reschedulingsence of such benchmarks and by our conviction that an
techniques by producing an assessment of the quality @xperimental analysis of the execution of schedules is in-
the solution according to various criteria. The “dynamic” valuable to assess the effectiveness of different approaches
optimization criteria are in general different then those reto scheduling problems.
lated to the static case, as schedule execution imposes theTo this aim we proposed a benchmark based on the pro-
presence of different requirements. For instance, an impoduction and firing of a variable nhumber of events chosen



from a predetermined set, aimed at testing the effective-
ness of rescheduling algorithm as well as the robustness of
the initial schedule. In particular to guarantee the repro-
ducibility of the experiment we have introduced the con-
cept oft,,qre, that is the instant in which a given event is
detected. This allows to have instances that are indepen-

dent from the initial solution of the scheduling problem.
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